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• A problem of drone scheduling for high-speed railway catenary deicing is
presented.

• A memetic algorithm integrating global mutation and variable neighbor-
hood search is proposed.

• The algorithm is validated on real-world instances.
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Abstract

Icy rainfall and snowfall in 2024 Spring Festival struck the high-speed railway
catenary systems and caused serious traffic disruptions in central and eastern
China. Deicing drones are an effective method in response to these freezing
events due to their fast speed and high environmental tolerance. However, the
large disaster-affected area and the large scale and complexity of catenary net-
works make deicing drone scheduling a very difficult problem. In this paper, we
formulate two versions of deicing drone scheduling problem, one for single drone
scheduling and the other for multiple drone scheduling, the objective of which
is to minimize the total negative effect caused by the freezing events on train
operations. To efficiently solve the problem, we propose a memetic optimization
algorithm integrating global mutation and variable neighborhood search. Com-
putational results on real-world problem instances demonstrate its significant
performance advantages over selected popular optimization algorithms in the
literature.

Keywords: drone scheduling, catenary deicing, memetic optimization,
evolutionary algorithms, neighborhood search

1. Introduction

January and February 2024 were the famous Chinese Spring Festival travel
rush, during which the railway transportation was subject to heavy traffic. Un-
fortunately, from January 31 to February 5, a wave of severe blizzards and
freezing rain weather swept across 18 provincial-level areas in central and east-5

ern China. Icy rainfall and snowfall froze on wires of the catenary systems
over the railway, obstructing power supply of the high-speed trains, forcing the
trains to out of action or run at lower speeds, and leaving millions of passengers
stranded at railway stations.
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Figure 1: A fixed-wing drone equipped with a deicer.

Deicing drones (i.e., unmanned aerial vehicles, UAVs) are an effective method10

in response to power grid icing [1]. An illustrative example is shown in Fig. 1,
where a deicer hanged on a fixed-wing drone slides along a wire to break the
snow and ice on it. Compared to human workers carrying deicing equipment,
deicing drones have many advantages including fast speed, high work efficiency,
accessibility to human-inaccessible or dangerous sites, tolerance under harsh15

environments, and preventing humans from the danger of electric shock [2].
As a matter of course, the aim of deicing is to restore the catenary network

operations as soon as possible and, consequently, minimize the negative effect
on the train operations. However, the area by the freezing disaster is large and
the deicing workload is high. Moreover, the catenary network structure and its20

cascading effects on the train operations are complex: when we complete the
deicing work on a line of the catenary network, the corresponding railway section
can be opened; however, given a train passing through the railway section, if
any preceding railway section is not opened, the work does not take effect on
the restoration of the train operation. Given the large number of lines (i.e.,25

edges or segments) of the catenary network to be deiced, the problem of deicing
drone scheduling is very difficult, especially when there are multiple drones to
be scheduled.

To address the above issues, in this study, we formulate two versions of deic-
ing drone scheduling problem, one for single drone scheduling and the other for30

multiple drone scheduling. The objective of the problem is to minimize the total
negative effect caused by the freezing events on train operations, which is evalu-
ated based on the delay or cancellation of trains under the scheduling solution.
We propose a memetic optimization algorithm, which integrates global muta-
tion search and variable neighborhood search based on history search knowledge35

to efficiently solve the problem. We conduct extensive computational tests on
real-world problem instances, the results of which demonstrate the performance
advantages of our method over a number of selected popular optimization algo-
rithms in the literature. The main contributions of this paper can be summa-
rized as follows:40

• We formulate a practical problem of drone scheduling for railway catenary
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deicing to minimize the negative effect on train operations.

• We propose a memetic algorithm integrating global mutation search and
variable neighborhood search based on history search knowledge to effi-
ciently solve the problem.45

• We validate the performance of the proposed algorithm through extensive
computational tests on real-world instances.

The remainder of this paper is organized as follows. Section 2 discusses re-
lated work, Section 3 presents the deicing drone scheduling problem, Section 4
proposes the memetic optimization algorithm, Section 5 presents the computa-50

tional results, and Section 6 concludes.

2. Related Work

Deicing (written as de-icing in some literature) is one of the most important
techniques for restoring power networks stricken by icing disasters. Current ice-
melting and mechanical deicing are two most widely used techniques. Current55

ice melting uses the thermal effect of overcurrent/short-current on the wire to
melt the ice. Although having the advantages of high efficiency, current ice
melting is power consuming and, more importantly, requires to cut the power
transmission during the deicing work [3]. Mechanical deicing, by contrast, uses
deicing devices attached to the conductors or wires to induce sustained vibra-60

tions to shed ice, which is easier to use but more time-consuming than current ice
melting [4] when deicers are carried by human or ground vehicles. The emerg-
ing drone technologies significantly improve the applicability and efficiency of
mechanical deicing by using drones to carry deicers in high speed and to sites
that are difficult to access by human or ground vehicles.65

For current ice melting scheduling, Huneault et al. [5] proposed a dynamic
programming method to determine deicing strategies by minimizing ice buildup
on power lines during ice storms over the set of scenarios and over the time
horizon spanning the anticipated duration of the ice storm. Hou et al. [6]
presented a multi-objective deicing outage scheduling with the aim to minimize70

the ice thickness peak value of icing lines and the expected energy not supplied
of the system; they used the non-dominated sorting genetic algorithm (NSGA-
II) to find the Pareto optimal solutions, from which the final deicing schedule
is chosen using a decision making method.

Nevertheless, few research works have been devoted to mechanical deicing75

scheduling considering the use of drones, although there are some studies on
scheduling drones for power network failure detection restoration. Deng et al. [7]
proposed a multi-platform drone system, in which different types of drones per-
form different functionalities including long-distance and short-distance imaging
and communication relay in power line inspection. Considering the use of indus-80

trial Internet of drones for power line inspection, Zhou et al. [8] formulated the
energy consumption minimization as a joint optimization problem involving tra-
jectory scheduling, velocity control, relay selection, and power allocation; they
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transformed the problem into a two-stage suboptimal problem and solved it by
combining dynamic programming, auction theory, and matching theory. Zheng85

et al. [2] studied a cooperative human-drone scheduling problem, where drones
are used to inspect faults, which are subsequently repaired by human techni-
cians; the authors proposed a cooperative evolutionary algorithm that simul-
taneously evolves drone scheduling sub-solutions and human-team scheduling
sub-solutions to obtain an optimal or near-optimal integrated solution. Atat et90

al. [9] proposed an optimization framework for post-disaster drone-based dam-
age assessment of overhead power lines, which optimizes the drone flight paths
to inspect the critical loads in an efficient order to minimize the total inspection
time while considering drone battery recharging.

Scheduling drones to perform deicing work on icing lines, from an abstract95

perspective, can be regarded as a special version of vehicle routing problem
(VRP) by regarding drones as vehicles and icing lines as customers. The special
characteristics include that each customer (line) has a service (deicing) time,
the battery capacity of drones should be explicitly considered, and the objec-
tive value should be evaluated based on the train delay and cancellation under100

the deicing solution rather than simply based on makespan. Dorling et al. [10]
presented two multi-trip VRPs for drone delivery integrating an energy con-
sumption model, one minimizing costs and the other minimizing the overall
delivery time, which were solved by a simulated annealing heuristic for finding
suboptimal solutions. Hong et al. [11] developed a method for optimizing deliv-105

ery routes of drones together with a network of recharging station locations by
integrating planar-space routing, range-restricted flow-refueling location, and
maximal coverage location. Zheng et al. [12] proposed an evolutionary algo-
rithm integrating comprehensive learning, variable mutation, and local search
to solve a problem of collaborative human-drone search for escaped criminals,110

the aim of which is to minimize the expected time of capture rather than detec-
tion. Pachayappan and Sudhakar [13] presented a problem of planning optimal
pickup and delivery routes of a drone, which is synchronized with a docking
station for recharging during the services; they proposed a heuristic solution
method for the problem. Gómez-Lagos et al. [14] studied a pickup-to-delivery115

drone routing problem for finding a drone scheduling such that a drone serves the
customer’s order from a set of available facilities, with the objective to minimize
the makespan associated with the drone fleet; they designed a greedy random-
ized adaptive search procedure to find near-optimal solutions. Wen and Wu
[15] proposed a two-echelon heterogeneous multi-drone routing problem for par-120

cel delivery, which was solved by a three-stage iterative optimization algorithm
based on the divide and conquer. Guo et al. [16] formulated a routing model of
electric trackless rubber-tyred vehicles to minimize the total energy consump-
tion under the constraint of vehicle avoidance, allowable load, and endurance
power; they proposed an improved artificial bee colony algorithm integrating125

adaptive neighborhood search to solve the problem. Considering coverage path
planning of heterogeneous drones to visit and search multiple separated regions,
Chen et al. [17] presented an ant colony system based algorithm to seek ap-
proximately optimal solutions and minimize the time consumption of tasks.
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Wang et al. [18] presented a problem of delivery route planning for a fleet130

of drones with different capacities, speeds, and maximum flight ranges; they
proposed a modified, rescheduling-based genetic algorithm to search optimal or
near-optimal solutions. To coordinate ground vehicles and drones to monitor
urban road networks, Xu et al. [19] proposed a hybrid variable neighborhood
descent search and simulated annealing algorithm for vehicle-drone arc rout-135

ing. In [20], Zheng et al. studied a problem of scheduling multiple vehicles to
replace and recycle batteries to keep a high operational efficiency of the shared e-
bicycle system, which was efficiently solved by an evolutionary algorithm based
on variable local-search-based mutation. Recently, Fan et al. [21] presented a
deep reinforcement learning method, where a multi-head heterogeneous atten-140

tion mechanism is designed to facilitate learning a policy for constructing the
drone route in the presence of multiple charging stations. The problems studied
by the above work have some characteristics similar to the problem considered in
this paper, but none of them shares most key characteristics with our problem.

3. Problem Formulation145

The problem is schedule one or multiple deicing drones to remove ices on
wires of a railway catenary network. A catenary network hit by ices can be
represented by a graph G = 〈V,E〉, where V is the set of vertices and E is the
set of edges. Here, V contains not only joints connecting power grid lines, but
also points dividing lines into segments such that different segments in a line150

have different freezing conditions. Typically, two segments can be separated
according to obvious differences in altitude, temperature, humidity, wind force,
etc. The set E can be divided into two subsets: E† where the edges (segments)
need to be deiced (otherwise the corresponding rail segments are impassable),
and E\E† where the edges (such as segments in stations and tunnels) do not155

need to be deiced. For each e ∈ E, A(e) denotes the amount of deicing work on
the segment e (A(e) = 0 if e 6∈ E†). For convenience, we also use V † to denote
the set of vertices of the edges in E†. For each pair of vertices ui, uj ∈ V , the
distance of the shortest drone path from ui to uj is known as d(ui, uj). In the
following two subsections, we present the two versions of the problem of deicing160

drone scheduling for removing the ices on the catenary network G, one using a
single drone and the other using multiple drones.

3.1. Single-Drone Scheduling for Catenary Deicing

First we consider scheduling a single drone for catenary deicing. A scheduling
solution can be represented by a vector X = {x1, x2, . . . , xn}, where n = |E†|165

is the number of segments that need to be deiced, each component xi is a tuple
(xui , x

δ
i ), where xui ∈ V † is the starting vertex of the ith segment to be deiced,

and xδi ∈ {0, 1} is the direction (left or right) towards which the drone will deice
from xui (1 ≤ i ≤ n). From each component xi = (xui , x

δ
i ), we can obtain the

corresponding segment e(xi) to be deiced. Let u0 be the initial location of the170

drone, B0 be the full battery power of the drone, v be the velocity of the drone,
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a be the amount of deicing work the drone can complete per unit time, b be
the amount of battery power per unit mileage consumed by the drone in flying,
and b† be the amount of battery power per unit work consumed by the drone in
deicing. It is assumed that the full battery power is sufficient for the drone to175

fly to any vertex and complete the deicing work on any segment. The time at
which the deicing work on the first segment e(x1) is completed can be computed
as

tc(x1) =
d(u0, x

u
1 )

v
+
A
(
e(x1)

)
a

(1)

And the remaining battery power of the drone after the completion of the
work on e(x1) is180

B(x1) = B0 − b·d(u0, x
u
1 )− b† ·A

(
e(x1)

)
(2)

After the completion of the work on each segment e(xi), the drone is located
at the other endpoint of e(xi), which is denoted by u(xi) here. We also use
D(u(xi)) to denote the battery depot closest to u(xi), and the power required
for the drone to fly from u(xi) to D(u(xi)) is

B(xi) = b·d
(
u(xi), D(u(xi))) (3)

While the power required by the drone to directly fly to and complete the185

work on the next segment is

B̃(xi+1) = b·d
(
u(xi), x

u
i+1

)
+ b† ·A

(
e(xi+1)

)
(4)

At each u(xi), the drone can directly go to the next segment if the remaining

battery power is not below the safe level B̃(xi+1)+B(xi+1), otherwise it should
go to D(u(xi)) to replace the battery and then continue the remaining tasks.
Therefore, the time at which the deicing task on each segment is completed can190

be iteratively computed as follows (1<i≤n):

tc(xi+1) =

tc(xi)+
d
(
u(xi),x

u
i+1

)
v

+
A(e(xi+1))

a
, B(xi) ≥ B̃(xi+1)+B(xi+1)

tc(xi)+
d
(
u(xi),D(u(xi))

)
+d
(
D(u(xi)),x

u
i+1

)
v

+tR+
A(e(xi+1))

a
, otherwise

(5)

where tR denotes the time duration for replacing the battery, including the time
for landing and takeoff (we assume that the number of fully-charged batteries
is sufficient at each depot).

And the remaining battery power B(xi) of the drone after the completion195

of the work on e(xi) can be iteratively computed as follows (1<i≤n):

B(xi+1) =

{
B(xi)− b·d

(
u(xi), x

u
i+1

)
− b† ·A(e(xi+1)), B(xi) ≥ B̃(xi+1) +B(xi+1)

B0 − b·d
(
D(u(xi)), x

u
i+1

)
− b† ·A(e(xi+1)), otherwise

(6)

Based on the completion time of deicing work on each segment, we can
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obtain the set of segments that have been deiced at time t, denoted by E‡(t),
as follows:200

E‡
(
tc(x1)

)
=

{
e(x1)

}
E‡
(
tc(x2)

)
= E‡

(
tc(x1)

)
∪
{
e(x2)

}
...

E‡
(
tc(xi+1)

)
= E‡

(
tc(xi)

)
∪
{
e(xi+1)

}
, 1<i≤n (7)

Then, for each block section s of the railway network affected by ices, let
Φ(s) be the set of power gird line segments along the section s, that is, the
section could not be opened unless all segments in Φ(s) have been deiced; the
earliest open time of s under the scheduling solution X can be calculated as

to(s,X) = min
1≤i≤n

{
tc(xi)|Φ(s) ⊆ E‡

(
tc(xi)

)}
(8)

According to the train timetable, we have the set Γ(s) of trains that will205

enter the railway section s, the route of each train r represented as a sequence
of consecutive railway sections {sr1, sr2, . . . , srKr

}, and the time te(r, s
r
k) at which

the train r plans to enter the section s (∀r ∈ Γ(s), k = 1, 2, . . . ,Kr), where Kr

is the number of sections in the route of train r. Let ∆t(s) denote the time
duration for the train to pass through section s; based on the timetable and210

deicing schedule, we can obtain the actual time t‡e(r, s,X) at which the train r
can enter each section s in its route as

t‡e(r, s
r
k, X) =

{
max

(
te(r, s

r
k), to(s

r
k, X)

)
, k = 1

max
(
te(r, s

r
k), to(s

r
k, X), t‡e(s

r
k−1, X)+∆t(srk−1)

)
, k > 1

(9)

Remark 1: Eq. (9) is a simplified equation that does not involve the contra-
dictions among the trains. In case that multiple trains need to enter one section
in a short period, we first determine the priority of each train according to the215

grade of the train, the time duration that the train has already delayed, and
the cascading effect of the further delay on other trains; then we arrange the
trains to enter the section in the order of priority, while keeping a minimum safe
distance between any two consecutive trains (see [22] for more details).

We use the following function to evaluate the negative effect of the freezing220

events on each train r for traveling each railway section s in its route under the
scheduling solution X:

ψ(r, s,X) =


0, t‡e(r, s,X) ≤ te(r, s)
wr,s

(
t‡e(r, s,X)− te(r, s)

)
, te(r, s) < t‡e(r, s,X) < Tclose

ρr,swr,s, t‡e(r, s,X) ≥ Tclose

(10)

where wr,s is the importance weight of the train r in the railway section s, which
is determined according to the grade of the train, the number of the passengers
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on the train, and the number and importance of the stations in the section,225

Tclose is the closing time of the current operational duration (which is typically
24:00:00 of the current day, but can be prolonged by the decision-maker under
special conditions), and ρr,s is the penalty coefficient regarding the cancellation
of the train r on the section s.

Remark 2: if a train is canceled on a section s, it is automatically canceled on230

the subsequent sections along its route, but it can still complete its operations
on sections before s.

The aim of the problem is to minimize the total negative effect evaluated
in terms of the delay or cancellation of trains caused by the freezing catenary
network, which can be represented as follows:235

min f(X) =
∑
s∈S

∑
r∈Γ(s)

ψ(r, s,X) (11)

s.t.
( ⋃

1≤i≤n

{e(xi)}
)

= E† (12)

e(xi)
⋂
e(xi′) = ∅, ∀1≤ i<i′≤n (13)

Eqs. (1)–(10)

where S is the set of railway sections affected by freezing segments, and the
constraints (12) and (13) indicate that each segment in E† should be deiced
once and only once.

3.2. Multi-Drone Scheduling for Catenary Deicing

Given m drones, a scheduling solution X = {x1,1, . . . , x1,n1 , x2,1, . . . , x2,n2 ,240

. . . , xm,1, . . . , xm,nm} consists of m parts, where nj is the number of segments

assigned to the jth drone, satisfying
(∑m

j=1 nj

)
= n. For each jth part

{xj,1, . . . , xj,nj}, we can use the procedure similar to Eqs. (1)–(6) to itera-
tively calculate completion time of the deicing work on each segment e(xj,i),
where 1≤ i≤nj . Then, by combining the results of the m drone sub-schedules,245

we can calculate the open time for each freezing segment and then evaluate the
objective function for minimizing the effect of delay or cancellation of trains
using the procedure shown in Algorithm 1.

4. Memetic Optimization to Solve the Problem

We propose a memetic optimization algorithm integrating global search and250

variable neighborhood search to solve the problem. In the following two sub-
sections, we describe the algorithm versions for single drone scheduling and
multiple drone scheduling, respectively.

4.1. Memetic Optimization for Single Drone Scheduling

For single drone scheduling, each initial solution is first generated as a ran-255

dom permutation of the set E† of freezing segments to be deiced. Then, each
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Algorithm 1: Procedure of calculating the objective function value of
any scheduling solution X based on the m drone sub-schedules.

1 Sort all completion times tc(xj,i) in non-decreasing order;
2 foreach completion time tc(xj,i) in the order do

3 Calculate E‡
(
tc(xj,i)

)
as the union of the set E‡ at the previous time and

{e(xj,i)};
4 foreach railway section s ∈ S do

5 if Φ(s) ⊆ E‡
(
tc(xj,i)

)
then

6 Set to(s,X) = tc(xj,i);
7 Remove s from S;

8 Sort all trains in the timetable in non-increasing order of their priorities;
9 foreach train r in the timetable do

10 Set t‡e(r, s1, X) = to(s1, X) for the first segment s1 in the route of r;
11 foreach subsequent railway section sk in the route of r do

12 Set t‡e(r, sk, X) = max
(
te(r, sk), to(sk, X), t‡e(sk−1, X)+∆t

(
sk−1

))
;

13 if t‡e(r, sk, X) = to(sk, X) and there is already at least one train r′

prior to r enters sk at time to(sk, X) then

14 set t‡e(r, sk, X) to the time at which r′ leaves the block section sk;

15 Calculate the objective function value f(X) according to Eqs. (10) and (11).

solution has a probability of pI (a control parameter) of being tentatively im-
proved using the following procedure:

1. For the first segment e1 in the permutation, let xu1 be the endpoint closer
to the initial location u0 and let xδ1 towards the other endpoint of e1.260

2. For i = 2 to n do:

(a) Calculate the remaining battery power of the drone at the other
endpoint u(xi−1);

(b) If the remaining battery power is sufficient for the drone to complete
the work on ei, let xui be the endpoint closer to u(xi−1); otherwise,265

let xui be the endpoint closer to the battery depot D
(
u(xi−1)

)
;

(c) let xδi towards the other endpoint of ei.

Note that the above tentative improvement procedure does not guarantee
improving the solution fitness, because making xui closer to u(xi−1) may cause
u(xi) farther from the next (i+1)th segment or farther from the next depot. Nev-270

ertheless, it have a large probability of success: according to our test, approxi-
mately 80% random solutions can be improved by this procedure. Consequently,
we set the initial value of pI to 0.8. If the procedure successfully improves the
solution, the updated solution replaces the initial solution; otherwise, the initial
solution is kept in the population.275
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The global search is based on the water wave optimization metaheuristic [23]
that assigns each solution a wavelength proportional to the objective function
value, i.e., inversely proportional to the fitness of the solution, and mutates
the solution with a degree proportional to the wavelength, such that low-fitness
solutions tend to explore in large spaces while high-fitness solutions facilitate280

exploitation in small regions to achieve a good dynamic balance between diver-
sification and intensification. The wavelength of each solution X is initialize to
0.5 and then updated at each generation as

λ(X) = λ(X) · α−(fmax−f(X)+ε)/(fmax−fmin+ε) (14)

where fmax and fmin are the maximum and minimum objective function values
among the population, respectively, α is the wavelength reduction coefficient285

which is suggested to be 1.0026, and ε is a very small number to avoid division
by zero.

At each generation, each solution X is mutated as follows: for i = 1 to n,
with a probability of λ(X), reverse a random subsequence of X; afterwards,
with a probability of pI , use the tentative improvement procedure described290

above to adjust the start point and direction of each component. The value of
pI decreases with generation number g as follows (where gmax is the maximum
number of generations of the algorithm):

pI(g) =
gmax − 0.5g

gmax
pI(0) (15)

After each generation, for any newly updated solution X whose fitness is in
the first half of the population, the algorithm performs a neighborhood search295

around the solution. Here, we consider the following three neighborhood search
operators:

NS1. Continuously exchange two randomly selected components of X until the
fitness is improved or the number of exchange reaches an upper limit n2/4.

NS2. Continuously select a randomly component and reinsert it into another300

random position of X until the fitness is improved or the number of rein-
sertion reaches an upper limit n2/4.

NS3. Continuously reverse a randomly selected subsequence of X until the fit-
ness is improved or the number of reversion reaches an upper limit n.

The algorithm adaptively selects among three neighborhood search opera-305

tors based on their past performances during the search. Initially, the selection
probability of each operator is the same; at each generation, the selection prob-

ability pN (i) of each i-th operator is updated to be proportional to N
(i)
LP, the

number of new best solutions produced by the operator in the previous LP
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iterations, where LP is a parameter controlling the learning period (i = 1, 2, 3):310

pN (i) =
N

(i)
LP

N
(1)
LP +N

(2)
LP +N

(3)
LP

(16)

If a solution X has not been improved for consecutive KG generations (where
KG is a control parameter typically set to 6), it will be replaced by a new solution
generated as follows:

1. Randomly select an exemplar solution X∗ from the first half of the pop-
ulation.315

2. For i = 1 to n do: with a probability of λ(X), reverse a random subse-
quence of X∗.

3. With a probability of pI , use the tentative improvement procedure to
adjust the start point and direction of each component.

That is, the new solution is generated by mutating the exemplar solution320

X∗, but the mutation intensity is proportional to λ(X) rather of λ(X∗).
Algorithm 2 presents the pseudo-code of the memetic optimization algorithm

for single drone scheduling.

4.2. Memetic Optimization for Multiple Drone Scheduling

In this subsection, we extend the above algorithm for multiple drone schedul-325

ing. To randomly initialize a solution, the algorithm first randomly divides the
set E† of freezing segments into m parts, each being assigned to one drone; then,
for each jth part, the algorithm randomly generates a sub-schedule of the jth
drone using the procedure of solution initialization for single drone scheduling
described in the above subsection.330

The global search (mutation) on a multiple drone scheduling solution X
consists of two steps, one for moving components among sub-schedules and one
for perform permutation within sub-schedules:

1. For j = 1 to m2/4 do:

(a) Randomly select two drone sub-schedules, the indices of which de-335

noted by j1 and j2;

(b) Randomly select a subset C of segments from the j1-th sub-schedule
and move it into the j2-th sub-schedule, where the cardinality of
subset is at most nj1/2;

2. For j = 1 to m do:340

(a) For i = 1 to nj/2, with a probability of λ(X), reverse a random
subsequence of the jth sub-schedule;

(b) With a probability of pI , use the tentative improvement procedure
to the components of the jth sub-schedule.
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Algorithm 2: Memetic optimization algorithm for single drone
scheduling.

1 Randomly initialize a population of solutions;
2 while the stopping condition is not met do
3 Calculate the wavelengths of the solutions;
4 foreach solution X in the population do
5 for i = 1 to n do
6 if rand() < λ(X) then
7 Reverse a random subsequence of X;

8 Tune the start points and directions of the components of X;
9 if the objective function is improved then

10 Replace X with the mutated solution;

11 foreach solution X in the first half of the population do
12 if X is updated in this generation then
13 Randomly select a neighborhood search operator according to the

selection probability;
14 Apply the operator to search around X;
15 if the objective function of the neighboring solution is better then
16 Replace X with the neighboring solution;

17 else if X has not been improved for KG generations then
18 Randomly select an exemplar solution X∗ from the first half of

the population;
19 for i = 1 to n do
20 if rand() < λ(X) then
21 Reverse a random subsequence of X∗;

22 Tune the start points and directions of the components of X;
23 Replace X with the solution mutated from X∗;

24 Update N
(i)
LP and pN (i) of the neighborhood search operators according to

Eq. (16);

25 return the best-known solution.
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Variable neighborhood search for multiple drone scheduling are extended to345

the following four operators :

NS1. Randomly select m/2 sub-schedules and for each jth sub-schedule, contin-
uously exchange two randomly selected components of the sub-schedule
until the fitness is improved or the number of exchange reaches an upper
limit n2

j/4.350

NS2. Randomly select m/2 sub-schedules and for each jth sub-schedule, contin-
uously select a randomly component and reinsert it into another random
position of the sub-schedule until the fitness is improved or the number
of reinsertion reaches an upper limit n2

j/4.

NS3. Randomly select m/2 sub-schedules and for each jth sub-schedule, contin-355

uously reverse a randomly selected subsequence of the sub-schedule until
the fitness is improved or the number of reversion reaches an upper limit
nj .

NS4. For i = 1 to m2/4, randomly select two sub-schedules and for each pair of
sub-schedules, continuously move a component from one sub-schedule to360

another until the fitness is improved or the number of movement reaches
an upper limit min(nj1, nj2).

The adaptive selection among the four operators is similar to that for single
drone scheduling.

Similarly, if a solution X has not been improved for consecutive KG gener-365

ations, it will be replaced by a new solution generated by mutating exemplar
solution X∗ randomly select an from the first half of the population with an
intensity proportional to λ(X).

Algorithm 3 presents the framework of the memetic optimization algorithm
for multiple drone scheduling.370

5. Computational Results

5.1. Computational Results on Single Drone Scheduling

Single drone is mainly used for relatively small-scale catenary deicing. For
testing the single deicing drone scheduling problem, we select eight problem
instances from high-speed railway catenary networks in Hubei province, central375

China. Table 1 describes the basic information of the test instances, where∑
e∈E

d(e) denotes the total length (in km) of the whole catenary work,
∑
e∈E†

d(e)

denotes the total length of segments to be deiced (which represents the total
workload of deicing), and |Γ| denotes the number of trains in the timetable of
the considered railway network.380

The solution structure of single deicing drone scheduling is similar to that of
the permutation flow-shop scheduling problem (FSP), except that our problem
needs to determine an additional direction at each component and arrange the

13



Algorithm 3: Memetic optimization algorithm for multiple drone
scheduling.

1 Randomly initialize a population of solutions;
2 while the stopping condition is not met do
3 Calculate the wavelengths of the solutions;
4 foreach solution X in the population do
5 Perform a global mutation on X with an intensity of λ(X);
6 if the objective function is improved then
7 Replace X with the mutated solution;

8 foreach solution X in the first half of the population do
9 if X is updated in this generation then

10 Randomly select a neighborhood search operator according to the
selection probability;

11 Apply the operator to search around X;
12 if the objective function of the neighboring solution is better then
13 Replace X with the neighboring solution;

14 else if X has not been improved for KG generations then
15 Randomly select an exemplar solution X∗ from the first half of

the population;
16 Replace X with a new solution mutated from X∗ with an

intensity of λ(X);

17 Update the selection probabilities of the neighborhood search operators;

18 return the best-known solution.
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Table 1: Summary of the test instances of single deicing drone scheduling.

# |V | |E| |E†|
∑
e∈E

d(e)
∑

e∈E†
d(e) |Γ|

1 16 35 32 37.1 28.6 39
2 18 50 42 44.9 35.6 37
3 21 77 65 72.3 66.1 45
4 27 124 103 115.8 98.5 42
5 26 158 149 142.0 122.7 49
6 36 211 188 185.4 156.5 51
7 48 406 356 340.6 314.0 54
8 60 673 512 590.8 486.6 73

drone to visit depots for battery replacement if its power is insufficient. For
comparison, we adapt the following 12 efficient metaheuristic and memetic op-385

timization algorithms for FSP to our problem by adding the additional direction
part to solution representation as well as performing the tentative improvement
procedure for each new solution with the same probability control mechanism
as our memetic algorithm (denoted by Mem):

• An adaptive order-based GA (AGA) with multiple operators [24].390

• A discrete particle swarm optimization (DPSO) algorithm [25].

• A discrete cuckoo search algorithm (DCSA) [26].

• A teaching-learning-based optimization (TLBO) algorithm [27].

• A hybrid ant colony optimization (HACO) algorithm [28].

• A biogeography-based optimization (BBO) algorithm using ecogeography-395

based migration [29] which outperforms other BBO variants [30].

• A memetic algorithm combining GA using semi-constructive crossover
(MASC), simulated annealing, and Nawaz–Enscore–Ham (NEH) [31].

• A discrete self-adaptive differential evolution (DSADE) algorithm [32].

• A multi-local search-based variable neighborhood search (MVNS) algo-400

rithm [33].

• Three versions of the memetic algorithm based on our global mutation
but only with single neighborhood search operators, NS1, NS2, and NS3,
denoted by Mem-NS1, Mem-NS2, and Mem-NS3, respectively.

For a fair comparison, we set the same stopping condition that number of405

objective function evaluations reaches 300n for all algorithms. Each algorithm
is independently run 51 times with random seeds on each instance. Fig. 2 – Fig.
9 present the box plots, including the mean (shown in green triangle) median,
maximum, minimum, the first quartile (Q1) and the third quartile (Q3) values
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Figure 2: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #1.

obtained by the comparative algorithms on the eight instances, respectively.410

Any objective value below the lower limit Q1−1.5(Q3−Q1) or above the upper
limit Q3+1.5(Q3−Q1) is considered as an outlier. We conduct nonparametric
Wilcoxon rank sum test on the result obtained by our memetic algorithm and
the result obtained by each other algorithm on each instance, and present the
resulting p-value above the maximum value of the corresponding box and, if the415

value is smaller than 0.05, mark a red ‘+’ before the p-value to indicate there
is a statistically significant difference at a confidence level of 95%.

On the first two instances #1 and #2, except that the median value of
DCSA is obviously larger, the median values of the other 12 algorithms are
relatively close. According to the rank sum test results, on instance #1, there420

are no significant differences between the result of Mem and those of MASC,
DSADE, Mem-NS1 and Mem-NS2, while the result of Mem is significantly bet-
ter than those of the other eight algorithms; on instance #2, the result of Mem
is significantly better than those of AGA, DCSA, MVNS, and Mem-NS3, while
there are no significant differences between Mem and the other seven algorithms.425

The remaining instances become larger and more difficult, and the performance
advantages of the proposed memetic algorithm become more obvious. Consid-
ering the nine algorithm from the literature (expect the three versions of our
algorithm with single neighborhood search operators), the result of Mem is not
significantly different from two algorithms (HACO and DSADE) on instance430

#3, one algorithm (DSADE) on instance #4, and one algorithm (MVNS) on
instance #5 and #6, but is significantly better than other algorithms on these
instances. On the last and most two difficult instances #7 and #8, Mem per-
forms significantly better than all these nine algorithms. On each instance, the
proposed Mem algorithm uniquely obtains the best median value among all435

comparative algorithms.
In general, on relatively small-size instances, metaheuristic algorithms such
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Figure 3: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #2.
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Figure 4: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #3.
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Figure 5: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #4.
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Figure 6: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #5.
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Figure 7: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #6.
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Figure 8: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #7.
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Figure 9: Box plots of the results obtained by the 13 comparative algorithms on single drone
scheduling instance #8.

as DPSO, HACO, and DSADE exhibit relatively good performance because
their designs aim to achieve balance between global search and local search. In
particular, the self-adaptive differential mutation mechanism of DSADE shows440

relatively strong search ability. However, for more difficult instances, they
lack strong local search abilities to improve solution accuracies; in compari-
son, those algorithms combining metaheuristic and neighborhood search exhibit
more higher performance. In particular, MVNS and our Mem algorithm using
variable neighborhood search exhibit significantly better performance than the445

algorithms using a fixed neighborhood search operator.
Among the three versions of our algorithm with single neighborhood search

operators, the performances of Mem-NS1 and Mem-NS2 are generally better
than that of Mem-NS3, which indicates that the component swap and reinsertion
operators are more effective than the subsequence reversion operator for the450

considered problem. Nevertheless, by integrating the three neighborhood search
operators in an adaptive selection schema, the proposed Mem algorithm exhibits
significantly better performance than all three versions with single neighborhood
search operators.

5.2. Computational Results on Multiple Drone Scheduling455

We use ten test instances constructed based on real-world high-speed railway
catenary networks in China for the multiple deicing drone scheduling problem,
the basic information of which is presented in Table 2.

The solution structure of multiple deicing drone scheduling is similar to that
of the electric VRP where vehicles need to visit stations for battery recharging or460

replacement, except that our problem needs to determine an additional direction
at each segment (similar to a customer in VRP). For comparison, we adapt
the following nine efficient metaheuristic and memetic optimization algorithms
for VRP to our problem by adding the additional direction part to solution
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Table 2: Summary of the test instances of multiple deicing drone scheduling.

# m |V | |E| |E†|
∑
e∈E

d(e)
∑

e∈E†
d(e) |Γ|

1 2 16 35 32 37.1 28.6 39
2 3 21 77 65 72.3 66.1 45
3 4 26 158 149 142.0 122.7 49
4 4 36 211 188 185.4 156.5 51
5 4 48 406 356 340.6 314.0 54
6 6 48 406 356 340.6 314.0 54
7 6 60 673 512 590.8 486.6 73
8 8 60 673 512 590.8 486.6 73
9 9 77 1453 1216 1289.5 997.7 90
10 12 77 1453 1216 1289.5 997.7 90

representation as well as performing the tentative improvement procedure for465

each new solution with the same probability control mechanism as our memetic
algorithm:

• An interative local search (ILS) algorithm [34].

• An adaptive large neighborhood search (ALNS) algorithm [35].

• A hybrid GA and column generation (GA-CG) algorithm [36].470

• A bilevel ACO Algorithm [37].

• A diversity-enhanced memetic algorithm (DEMA) integrating new genetic
operators and tabu search [38].

• Four versions of the memetic algorithm based on our global mutation but
only with single neighborhood search operators, NS1, NS2, NS3, and NS4,475

denoted by Mem-NS1, Mem-NS2, Mem-NS3, and Mem-NS4, respectively.

For a fair comparison, we set the same stopping condition that number of
objective function evaluations reaches 100mn for all algorithms. Similarly, each
algorithm is independently run 51 times with random seeds on each instance,
and nonparametric Wilcoxon rank sum test is conducted on the result obtained480

by Mem and the result obtained by each other algorithm. The computational
results are presented in Fig. 10 – Fig. 19.

Comparing the proposed algorithm with the first five popular algorithms
from the literature, according to the statistical tests, the result of Mem is not
significantly different from the result of DEMA on instance #1 and the result of485

ACO on instance #2; in all other cases, the result of Mem is significantly better
than the result of each other algorithm. On these multiple drone test instances
that are more difficult, the proposed algorithm has more obvious performance
advantages over the existing algorithms. Comparatively, the performance of
ISL is the worst because of its global search ability is relatively weak; the per-490

formance of GA-CG is the second worst mainly due to its poor local search
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Figure 10: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #1.
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Figure 11: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #2.
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Figure 12: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #3.
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Figure 13: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #4.
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Figure 14: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #5.

ILS ALNS GA-CG ACO DEMA Mem-NS1 Mem-NS2 Mem-NS3 Mem-NS4 Mem
200

225

250

275

300

325

350

375

400

Ob
je

ct
iv

e

+(1.79e-16)

+(9.73e-10)

+(5.14e-16)

+(2.76e-06)
+(5.68e-05)

+(2.57e-08)

+(2.50e-06) +(1.32e-05)

+(1.01e-02)

Figure 15: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #6.
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Figure 16: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #7.
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Figure 17: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #8.
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Figure 18: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #9.
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Figure 19: Box plots of the results obtained by the ten comparative algorithms on multiple
drone scheduling instance #10.
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ability. Similar to the case of single drone scheduling instances, the algorithms
emphasizing local search exhibits better performance on more difficult instances.
Particularly, another memetic algorithm DEMA performs best among these five
existing algorithm, but still significantly worse than our algorithm which is elab-495

orately designed for the considered problem.
Comparing the proposed algorithm using variable neighborhood search with

the four versions of our algorithm using single neighborhood search, the result of
Mem is not significantly different from the result of Mem-NS4 on instance #1,
the results of Mem-NS2 and Mem-NS4 on instance #2, and the result of Mem-500

NS4 on instance #3; in all other cases, the result of Mem is significantly better
than the result of each other version. Using neighborhood search operators that
share information among different sub-schedules of different drones, Mem-NS2
and Mem-NS4 perform generally better Mem-NS1 and Mem-NS3 that exchange
information within sub-schedules. By integrating the four neighborhood search505

operators in an adaptive selection schema, the proposed algorithm exhibits sig-
nificantly better performance than all four versions with single neighborhood
search.

In summary, the proposed memetic algorithm obtains the best median ob-
jective value among the ten comparative algorithms on each instance, and per-510

forms significantly better than the other algorithms in most cases. The per-
formance advantages of the proposed algorithm become more obvious on more
difficult instances, i.e., instances with larger number of segment to be deiced
and larger number of drones. The computational results demonstrate that the
proposed algorithm is effective and efficient for solving the considered deicing515

drone scheduling problem, especially for complex instances.

6. Conclusion and Discussion

Deicing drones are an effective method in response to freezing disasters strik-
ing railway catenary systems. In this study, we present a deicing drone schedul-
ing problem for restoring catenary systems with the objective to minimize the520

total negative effect in terms of train delay and cancellation due to the freezing
catenary. To efficiently solve the problem, we propose a memetic algorithm in-
tegrating global mutation and variable neighborhood search, the performance of
which is demonstrated by computational results on real-world problem instances
compared to selected popular optimization algorithms in the literature.525

Our future work considers extending this study in several aspects. First, the
current problem only considers stationary depots to provide battery replace-
ment, and ongoing study is integrating stationary depots and movable depots
(e.g., ground vehicles), the optimal deployment of which should be combined
with the scheduling problem [39]. Second, when the icy rainfall and snowfall is530

continuing during the decision period, it is required to incorporate the predic-
tion of freezing conditions and deicing workloads into the problem, for which we
can use a method integrating machine learning and evolutionary optimization
[40]. Third, the current objective function evaluation is based on the train de-
lay and cancellation according to the predefined train timetable, while a more535
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challenging task is to enable the trains to change their routes by selecting new
railway sections whose catenary lines have been or will be restored according to
the deicing solution. Such extensions will significantly improve the complexity
of the problem, which is to be solved by more elaborately designed methods.
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[28] O. Engin, A. Güçlü, A new hybrid ant colony optimization algorithm for solving
the no-wait flow shop scheduling problems, Appl. Soft Comput. 72 (2018) 166–
176. doi:10.1016/j.asoc.2018.08.002.

[29] Y.-J. Zheng, H.-F. Ling, H.-H. Shi, H.-S. Chen, S.-Y. Chen, Emergency railway625

wagon scheduling by hybrid biogeography-based optimization, Comput. Oper.
Res. 43 (3) (2014) 1–8. doi:10.1016/j.cor.2013.09.002.

[30] Y.-C. Du, M.-X. Zhang, C.-Y. Cai, Y.-J. Zheng, Enhanced biogeography-based
optimization for flow-shop scheduling, in: J. Qiao, X. Zhao, L. Pan, X. Zuo,
X. Zhang, Q. Zhang, S. Huang (Eds.), Bio-inspired Computing: Theories and630

Applications, Commun Comput Inf Sci, Springer, Singapore, 2018, pp. 295–306.

[31] M. Kurdi, A memetic algorithm with novel semi-constructive evolution opera-
tors for permutation flowshop scheduling problem, Appl. Soft Comput. 94 (2020)
106458. doi:10.1016/j.asoc.2020.106458.

[32] M. de Fátima Morais, M. H. D. M. Ribeiro, R. G. da Silva, V. C. Mariani,635

L. dos Santos Coelho, Discrete differential evolution metaheuristics for permu-
tation flow shop scheduling problems, Comput. Ind. Eng. 166 (2022) 107956.
doi:10.1016/j.cie.2022.107956.

[33] W. Shao, Z. Shao, D. Pi, Multi-local search-based general variable neighborhood
search for distributed flow shop scheduling in heterogeneous multi-factories, Appl.640

Soft Comput. 125 (2022) 109138. doi:10.1016/j.asoc.2022.109138.

[34] G. Macrina, L. Di Puglia Pugliese, F. Guerriero, G. Laporte, The green mixed
fleet vehicle routing problem with partial battery recharging and time windows,
Comput. Oper. Res. 101 (2019) 183–199. doi:10.1016/j.cor.2018.07.012.
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